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What is Large Language Model (LLM)?

● Large Language Models (LLMs) are deep learning systems trained on vast 
datasets to understand, generate, and interact with human language.

● They are large in two senses: they have too many parameters and are trained 
on too much data.

● LLMs are the core system of popular chat models: GPTs, LLama, Gemini, 
Claude etc.



Common LLM Architecture: Transformers

Illustration from https://i.stack.imgur.com/eAKQu.png
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Common LLM Architectures

Illustration from https://www.comet.com/site/blog/explainable-ai-for-transformers/

https://www.comet.com/site/blog/explainable-ai-for-transformers/


Encoder                  vs                 Decoder 

Illustration from: https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder

The encoder of an encoder-only model processes 
input sequences with a goal of capturing the 
essence of each token while understanding their 
interrelationships.
Used in scenarios where understanding context is 
important but autoregressive generation isn’t 
necessary

The model predicts each token in a sequence based on 
the tokens that precede it.
Decoder-only models are particularly well-suited for 
tasks such as text generation, language modeling, and 
creative writing.

Resource: https://medium.com/@amirhossein.abaskohi/navigating-transformers-a-comprehensive-exploration-of-encoder-only-and-decoder-only-models-right-a0b46bdf6abe

QKT

Illustration from: https://krypticmouse.hashnode.dev/attention-is-all-you-need

https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder
https://medium.com/@amirhossein.abaskohi/navigating-transformers-a-comprehensive-exploration-of-encoder-only-and-decoder-only-models-right-a0b46bdf6abe
https://krypticmouse.hashnode.dev/attention-is-all-you-need


The N^2 complexity of the Attention Layer
● For a sequence length N, attention has O(N^2) computation and memory 

complexity.

● That’s why transformers are not capable of processing very long text such as a 
whole book.

● Recent research tries to overcome that challenge: 

Mamba (https://arxiv.org/pdf/2312.00752.pdf), 

Hyena (https://arxiv.org/pdf/2302.10866.pdf)  

https://arxiv.org/pdf/2312.00752.pdf


LLM Training Procedure
There are two main stages of training an LLM:

● Pre-training stage: 
○ Training a model on a vast corpus of text data using unsupervised learning 

techniques like predicting masked words or next words in sentences.

○ Model is exposed to a wide range of linguistic contexts, gaining the foundation 

necessary for performing various downstream tasks with minimal fine-tuning.

● Fine-Tuning stage: 
○ Adapting a pre-trained model to specific tasks or domains by further training it 

on task-specific datasets through supervised learning techniques

○ By fine-tuning the pre-trained LLM, it can specialize in applications like text 

classification, generation, or question answering



LLM Pre-training Stage

Method: During pre-training, the model is typically trained using unsupervised learning 
technique: Next token prediction.
Data: LLM pre-training utilizes large-scale text corpora, often comprising diverse 
sources like books, articles, websites, and other written content, to expose the model to 
a broad spectrum of linguistic contexts.
Outcome: After pre-training, the LLM develops a generalized understanding of 
language, enabling it to perform various downstream tasks with minimal fine-tuning.



LLM Fine-Tuning Stage

Method: During fine-tuning, the model's parameters are adjusted using supervised 
learning techniques, where it learns to make predictions tailored to the task at hand.
Data: Fine-tuning requires task-specific labeled data, which may be significantly 
smaller than the data used in pre-training but is crucial for teaching the model the 
nuances of the target task.

Outcome: By fine-tuning, the pre-trained LLM can 
specialize in various applications, such as text 
classification, language generation, question 
answering, or translation, achieving better 
performance on specific tasks compared to starting 
from scratch.

Nice collection of QA datasets: https://github.com/ad-freiburg/large-qa-datasets
LLMDataHub: https://github.com/Zjh-819/LLMDataHub?tab=readme-ov-file

https://github.com/ad-freiburg/large-qa-datasets
https://github.com/Zjh-819/LLMDataHub?tab=readme-ov-file


Reinforcement Learning from Human Feedback (RLHF) 

Recent research shows that we might not need RL: Direct Preference Optimization (https://arxiv.org/pdf/2305.18290.pdf)



Some Numbers about LLMs

● A typical vision model Resnet-50 has 23 Million parameters.
● Smallest LLama model has approximately 7 billion parameters.
● GPT-4 has approximately 1.7 trillion parameters (not officially announced).
● Numbers for LLama-70b:



Scaling Law and Emergent (?) Capabilities of LLM 

Illustration from: https://towardsdatascience.com/language-model-scaling-laws-and-gpt-3-5cdc034e67bb
Illustration from:https://www.assemblyai.com/blog/emergent-abilities-of-large-language-models/#references

As the model size and data size increases, the 
model gets better and exhibits emergent abilities

“An ability is emergent if it is not present in smaller 
models but is present in larger models.”

such as math problems, instruction following, 
few-shot prompting tasks (QA for example) 

However, emergent capabilities seem 
to be the result of our metric designs!!
Recent paper on this: https://arxiv.org/abs/2304.15004
A nice blog on this: 
https://www.assemblyai.com/blog/emergent-abilities-of-large-la
nguage-models/#references

https://towardsdatascience.com/language-model-scaling-laws-and-gpt-3-5cdc034e67bb
https://www.assemblyai.com/blog/emergent-abilities-of-large-language-models/#references
https://arxiv.org/abs/2304.15004
https://www.assemblyai.com/blog/emergent-abilities-of-large-language-models/#references
https://www.assemblyai.com/blog/emergent-abilities-of-large-language-models/#references


Failed Cases and Safety Issues of LLMs

● LLMs are next token predictors essentially.
● Although they have impressive results on many tasks, they have bad 

performance on some simple tasks:
○ Spelling
○ Simple arithmetic
○ Reversing a string

● These interesting fail cases are mostly due to tokenization. Highly 
recommended video: https://www.youtube.com/watch?v=zjkBMFhNj_g

● During the finetuning stage, LLMs are trained on behaving safely. However, 
there are some security attacks that can jump over safety barriers.  

https://www.youtube.com/watch?v=zjkBMFhNj_g


Jailbreak Attacks 

A jailbreak attack on LLMs refers to a technique where a user intentionally 
manipulates or crafts inputs to the model with the goal of bypassing the model's 
built-in safety, ethical, or operational guidelines.

Related Paper: https://arxiv.org/abs/2307.15043
Related Paper: https://arxiv.org/abs/2307.02483

https://arxiv.org/abs/2307.15043
https://arxiv.org/abs/2307.02483


Prompt Injection Attacks

A prompt injection attack on Large Language Models (LLMs) is a type of threat 
where an attacker deliberately crafts and inputs a prompt designed to manipulate 
the model into performing unintended actions or revealing information it's 
programmed to withhold.

Related Paper: https://arxiv.org/pdf/2302.12173.pdf

https://arxiv.org/pdf/2302.12173.pdf


Data Poisoning / Backdoor Attacks
Backdoor Attacks on LLMs involve tampering with a model's training data to embed 
malicious behaviors, which are activated by specific triggers. These attacks manipulate the 
model to produce predefined, harmful outcomes under certain conditions, while functioning 
normally otherwise.

Poisoning Language Models during Instruction Tuning: 
https://arxiv.org/pdf/2305.00944.pdf

Poisoning Web-scale Training Datasets is Practical: 
https://arxiv.org/pdf/2302.10149.pdf

https://arxiv.org/pdf/2305.00944.pdf


Guide for fine-tuning LLMs

Sentiment classification is the task of automatically 
determining the sentiment expressed in a piece of 
text, categorizing it as positive, negative, or neutral.

It is useful for applications such as sentiment analysis 
of product reviews, social media posts, or 
customer feedback

Aim: To fine-tune a pre-trained 
LLM on Sentiment Classification 
Dataset.
Method 1: Fine-tune all layers of 
the model – requires more 
computational power and GPU memory
Method 2: Fine-tune only the last 
layer of the model – underperforms 
full fine-tuning

Illustration from: https://monkeylearn.com/sentiment-analysis/

https://monkeylearn.com/sentiment-analysis/


Low-Rank Adaptation (LoRA)
Can we perform full fine-tuning but in a compute-efficient way??

Illustration and example from: https://magazine.sebastianraschka.com/p/practical-tips-for-finetuning-llms

For example, if ΔW has 10,000 rows and 20,000 columns, it stores 200,000,000 parameters. 
If we choose A and B with r=8, then A has 10,000 rows and 8 columns, and B has 8 rows and 20,000 columns, 
that's 10,000×8 + 8×20,000 = 240,000 parameters, which is about 830x less than 200,000,000.

https://magazine.sebastianraschka.com/p/practical-tips-for-finetuning-llms


Low-Rank Adaptation (LoRA)

LoRA Paper: https://arxiv.org/abs/2106.09685
Blog: https://www.entrypointai.com/blog/lora-fine-tuning/
Practical Tips for using LoRA: https://magazine.sebastianraschka.com/p/practical-tips-for-finetuning-llms

Illustration from:https://lightning.ai/lightning-ai/studios/code-lora-from-scratch

Adapt DistillBERT on 
IMDb Movie Reviews

https://arxiv.org/abs/2106.09685
https://www.entrypointai.com/blog/lora-fine-tuning/
https://magazine.sebastianraschka.com/p/practical-tips-for-finetuning-llms
https://lightning.ai/lightning-ai/studios/code-lora-from-scratch
https://ai.stanford.edu/~amaas/data/sentiment/


Multimodal LLMs

● Multimodal LLMs are capable of understanding and generating responses across 

multiple types of data inputs, such as text, images, audio, and video.

● Multimodal can mean one or more of the following:

1. Input and output are of different modalities (e.g. text-to-image, image-to-text)

2. Inputs are multimodal (e.g. a system that can process both text and images)

3. Outputs are multimodal (e.g. a system that can generate both text and images)



Vision Transformers (ViT)
Unlike traditional 
convolutional neural 
networks (CNNs) that 
process images through a 
series of convolutional layers, 
Vision Transformers treat an 
image as a sequence of 
patches and apply 
self-attention mechanisms to 
capture global dependencies 
between these patches.

Paper link: https://arxiv.org/pdf/2010.11929.pdf



CLIP: Natural Language Guided Vision Model

Paper link: https://arxiv.org/pdf/2103.00020.pdf



Flamingo: A Visual Language Model (Multimodal)

Paper link: https://arxiv.org/pdf/2204.14198.pdf



Thanks for Listening


